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INICIATIVA QUE REFORMA Y ADICIONA DIVERSAS DISPOSICIONES DE LA LEY EN 
MATERIA DE TELECOMUNICACIONES Y RADIODIFUSIÓN, EN LO RELACIONADO CON EL 
CONTROL PARENTAL, PREVENCIÓN Y SANCIÓN DE DELITOS DE VIOLACIÓN A LA 
INTIMIDAD SEXUAL MEDIANTE EL USO DE PROGRAMAS O PLATAFORMAS DE 
INTELIGENCIA ARTIFICIAL, A CARGO DEL DIPUTADO CARLOS ALBERTO PUENTE SALAS, 
DEL GRUPO PARLAMENTARIO DEL PVEM 

El que suscribe, diputado Carlos Alberto Puente Salas, coordinador del Grupo Parlamentario 
del Partido Verde Ecologista de México de la LXVI Legislatura de la Cámara de Diputados 
del Honorable Congreso de la Unión, con fundamento en lo dispuesto por los artículos 71, 
fracción II, y 72 de la Constitución Política de los Estados Unidos Mexicanos, así como en los 
artículos 6, numeral 1, fracción I, 77, numeral 3, y 78 del Reglamento de la Cámara de 
Diputados, somete a consideración de esta Asamblea la presente iniciativa con proyecto 
de decreto por el que se adicionan un tercer párrafo al artículo 191 y un cuarto párrafo al 
artículo 219 de la Ley en Materia de Telecomunicaciones y Radiodifusión; en materia de 
control parental, prevención y sanción de delitos de violación a la intimidad sexual 
mediante el uso de programas o plataformas de inteligencia artificial, al tenor de la 
siguiente: 

Exposición de Motivos 

La violencia de género facilitada por la tecnología abarca una variedad de comportamientos 
dañinos amplificados por medios tecnológicos, que afectan principalmente a mujeres y 
niñas, uno de estos es el abuso basado en imágenes e implica la creación, distribución o 
amenaza de distribución no consentida de imágenes íntimas.1 

El auge de la inteligencia artificial (IA) ha llevado a la proliferación de imágenes íntimas 
manipuladas creadas y distribuidas fácilmente, a menudo denominadas “deepfakes” .2 Estas 
imágenes implican la creación de imágenes de desnudos a partir de fotos existentes y otras 
formas de alteración digital que ya son sancionadas en distintas entidades federativas de 
nuestro país a raíz de la Ley Olimpia.3 

El impacto en las víctimas de estas conductas incluye un trauma psicológico severo, daño a 
la reputación y una pérdida de control sobre su propia imagen y cuerpo. La accesibilidad y el 
realismo de los deepfakes presentan un desafío por la indistinguibilidad de estas imágenes 
con la realidad, lo cual impacta las definiciones legales y los estándares probatorios actuales. 
La facilidad de creación y la dificultad en la detección aumentan el daño que sufren las 
víctimas y complican el enjuiciamiento de los responsables; sin embargo, es nuestro deber 
procurar que las leyes se actualicen teniendo en cuenta estos avances tecnológicos. 

Debido a que el espacio digital tiene gran alcance, los daños y las afectaciones son mayores 
para las víctimas, situación que se agrava cuando se trata de niñas, niños y adolescentes. 
Por mencionar un ejemplo, hace unos días, en Zacatecas capital, varias estudiantes de una 
secundaria denunciaron que sus compañeros les tomaron fotografías y con herramientas 
de inteligencia artificial las editaron con contenido sexual. 
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Para editar las fotos y subirlas, los estudiantes involucrados necesariamente utilizaron una 
aplicación de celular o a un programa de cómputo y después entraron a Internet. Si bien 
este caso está relacionado con contenido sexual, hay otros tipos de violencia digital contra 
las niñas, las adolescentes y las mujeres como el ciberacoso, el ciberhostigamiento, hackeo y 
robo de identidad y el espiar o vigilar en línea, entre otras. Este caso nos indica que no hay 
ningún control sobre las páginas o los programas que utilizan los menores de edad. 

Para atender esta problemática es necesario hacer obligatorio que los fabricantes 
incorporen herramientas de control parental en los dispositivos electrónicos con conexión a 
internet como celulares, tabletas y computadoras. Así, los padres también estarán obligados 
a revisar y limitar el acceso de sus hijos a ciertas aplicaciones, programas o contenidos 
inapropiados para su edad. 

La finalidad es activar medidas de seguridad y privacidad para proteger a nuestras niñas, 
niños y adolescentes; así como garantizar medidas preventivas que permitan entornos 
digitales seguros para ellos. 

En tal virtud, proponemos reformar la Ley en Materia de Telecomunicaciones y Difusión con 
el objetivo de obligar a proveedores de servicios de acceso a internet, tiendas de 
aplicaciones, administradores de las plataformas de difusión de videos, audios e imágenes, 
así como de redes sociales digitales a establecer controles parentales de cada red o 
plataforma. Así como implantar mejores prácticas y sistemas para detectar y evitar la 
difusión de contenidos que afecten el desarrollo de las personas o sean constitutivos de 
delitos. 

Por lo que respecta al ámbito penal, la Ley General de Acceso de las Mujeres a una Vida 
Libre de Violencia contempla un capítulo dedicado a la violencia digital y mediática, así 
como el Código Penal Federal ya contempla como delito de violación a la intimidad sexual 
la elaboración de imágenes, audios o videos con contenido sexual de una persona sin su 
consentimiento, aprobación u autorización; sin embargo, quedan fuera de la descripción del 
delito, la alteración de este tipo de archivos mediante programas o plataformas de 
inteligencia artificial. 

Al respecto, organismos internacionales tales como ONU-Mujeres y el Fondo de Población 
de las Naciones Unidas (UNFPA por sus siglas en inglés) han publicado numerosos informes 
y convocado reuniones de grupos de expertos para definir este tipo de violencia y promover 
respuestas eficaces de los Estados. Estos informes enfatizan la prevalencia del abuso digital, 
incluido el abuso basado en imágenes, y recomiendan reformas legales y un adecuado 
sistema de sanción y rendición de cuentas. 

Dichos documentos proporcionan datos valiosos sobre la escala y la naturaleza del 
problema, pero traducir estos hallazgos en acciones legales concretas a nivel nacional sigue 
siendo un desafío. Las recomendaciones clave de estos informes que han sido 
implementadas con éxito por los países son dignas de mención. 
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En Reino Unido, la Ley de Seguridad en Línea de 2023 tipifica como delito el intercambio de 
imágenes íntimas “deepfake” sin consentimiento,4 esta enmienda modifica leyes anteriores 
que no cubrían explícitamente las imágenes alteradas. Esta ley también cubre las amenazas 
de compartir dichas imágenes y significa un creciente reconocimiento de los daños 
específicos causados por esta conducta. 

En Francia, la Ley de la República Digital de 2016 incluye un delito que penaliza la difusión 
de imágenes sexuales sin consentimiento, de igual forma la Ley núm. 2024-341 del 15 de 
abril de 2024 relativa a la seguridad y regulación del espacio digital (Ley SRN) prohíbe 
explícitamente el intercambio no consentido de contenido “deepfake” a menos que sea 
obvio que el contenido se generó artificialmente.5 

Canadá tipificó como delito la difusión de imágenes íntimas no consentidas en 2014 
mediante una enmienda a su Código Penal, algunas leyes provinciales, como las de 
Saskatchewan y Columbia Británica, incluyen específicamente copias alteradas 
digitalmente de imágenes íntimas en sus definiciones.6 Este país ha sido pionero en abordar 
la violencia de género por medios digitales en algunas provincias que cubren 
explícitamente las imágenes manipuladas. 

En Estados Unidos no existe una ley federal integral que tipifique específicamente como 
delito la creación o distribución de “deepfakes” sexualizados de adultos sin consentimiento; 
sin embargo, algunos estados, incluidos California, Texas y Hawái, han enmendado las leyes 
para incluir la creación o distribución no consentida de imágenes “deepfake” sexualizadas.7 

Por lo que respecta a las sanciones, estas incluyen desde multas hasta penas de prisión de 
varios años, según la jurisdicción y la intención del perpetrador, la aplicación puede ser difícil 
debido a la naturaleza en línea de los delitos y a las cuestiones jurisdiccionales. 

En los países que se ha incorporado estas conductas al catálogo penal se han reconocido 
complicaciones debido a la sofisticada tecnología de los programas y plataformas de 
inteligencia artificial porque cada vez más difícil distinguir entre imágenes reales y falsas. 

Las soluciones técnicas y los métodos de verificación que están desarrollando los países 
para abordar este desafío, así como la forma en que la ley evoluciona, debe ser igual de 
contundente. 

En nuestro contexto, las áreas potenciales para el desarrollo legislativo incluyen la 
prevención mediante controles parentales y la armonización de las definiciones y sanciones 
a nivel internacional para mantenerse al día con la rápida evolución de la tecnología y la 
implementación de mecanismos para garantizar la eliminación efectiva de este tipo de 
contenido en línea. 

En atención a lo anteriormente expuesto, someto a consideración de esta Asamblea el 
siguiente: 

Proyecto de decreto por el que se adicionan un tercer párrafo al artículo 191 y un cuarto 
párrafo al artículo 219 de la Ley en Materia de Telecomunicaciones y Radiodifusión; en 
materia de control parental, prevención y sanción de delitos de violación a la intimidad 
sexual mediante el uso de programas o plataformas de inteligencia artificial. 
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Artículo Único. Se adicionan un tercer párrafo al artículo 191 y un cuarto párrafo al artículo 
219 de la Ley en Materia de Telecomunicaciones y Radiodifusión, para quedar como sigue: 

Artículo 191. Los concesionarios y los autorizados contemplados en la fracción I del artículo 
159 de la Ley deberán bloquear contenidos, aplicaciones o servicios a petición expresa, 
escrita o grabada del usuario o suscriptor o por cualquier otro medio electrónico, sin que el 
bloqueo pueda extenderse arbitrariamente a otros contenidos, aplicaciones o servicios 
distintos de los solicitados por el usuario o suscriptor. En ningún caso, este bloqueo podrá 
afectar de manera arbitraria a los proveedores de servicios y a las aplicaciones que se 
encuentran en Internet. 

Asimismo, deberán tener disponible para los usuarios que lo soliciten, un servicio de control 
parental y publicar de manera clara las características operativas de este servicio y las 
instrucciones para que el usuario pueda operar las aplicaciones necesarias para el correcto 
funcionamiento del mencionado servicio. 

En el caso de los niños, niñas y adolescentes, los proveedores de servicios de acceso a 
internet, las tiendas de aplicaciones, los administradores de las plataformas de difusión 
de videos, audios e imágenes, así como de redes sociales digitales, deberán establecer 
controles parentales de cada red o plataforma a la cual permitan que la o el 
adolescente tenga acceso. Para tal efecto deberán desarrollar sistemas para detectar y 
evitar la difusión de contenidos que afecten el desarrollo integral de las personas o 
sean constitutivos de delitos; garantizar configuraciones seguras por defecto en 
dispositivos y cuentas de menores; asegurar que los sistemas de recomendación y 
algoritmos no promuevan contenido inapropiado ni violento para menores y permitir la 
eliminación inmediata de imágenes, videos o audios manipulados que involucren a 
menores de edad. 

Artículo 219. A efecto de promover el libre desarrollo armónico e integral de niñas, niños y 
adolescentes, así como contribuir al cumplimiento de los objetivos educativos planteados 
en el artículo 3o. de la Constitución y otros ordenamientos legales, la programación 
radiodifundida dirigida a este sector de la población deberá: 

I. a XVI. ... 

... 

... 

Asimismo, los fabricantes de dispositivos electrónicos con conexión a internet, así como 
los concesionarios y proveedores de servicios de telecomunicaciones y de acceso a la 
red, deberán incorporar mecanismos automáticos de control parental y filtros de 
contenido inapropiado que permitan prevenir el acceso de niñas, niños y adolescentes 
a materiales, aplicaciones o plataformas que puedan afectar su desarrollo integral. 
Dichos mecanismos deberán ser de fácil activación, garantizar la protección de datos 
personales y ajustarse a los lineamientos que emita la Agencia de Transformación 
Digital y Telecomunicaciones en coordinación con las autoridades competentes. 

Transitorios 
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Primero. El presente decreto entrará en vigor al día siguiente a su publicación en el Diario 
Oficial de la Federación. 

Segundo. La Agencia de Transformación Digital y Telecomunicaciones, en coordinación con 
Transparencia para el Pueblo, dispondrán de un plazo de ciento ochenta días naturales, 
contados a partir de la entrada en vigor del presente Decreto, para emitir los lineamientos a 
que se refiere el artículo 219 de la Ley Federal de Telecomunicaciones y Radiodifusión, 
relativos a la implementación de mecanismos automáticos de control parental y filtros de 
contenido inapropiado por parte de los fabricantes de dispositivos electrónicos con 
conexión a internet, así como de los concesionarios y proveedores de servicios de 
telecomunicaciones y de acceso a la red. 

Notas 

1 Así definido por el organismo internacional ONU-MUJERES. Véase Digital abuse, trolling, 
stalking, and other forms of technology-facilitated violence against women | UN Women – 
Headquarters. Disponible en 
https://www.unwomen.org/en/articles/faqs/digital-abuse-trolling-stalking-and-other-forms-
of-technology-facilitated-violence-against-women  

2 Deepfakes and the Law: Why Britain needs stronger protections against technology-
facilitated abuse - Queen Mary University of London. Disponible en: 
https://www.qmul.ac.uk/media/news/2025/humanities-and-social-sciences/hss/deepfakes-
and-the-law-why-britain-needs-stronger-protections-against-technology-facilitated-
abuse.html  

3 La “Ley Olimpia” y el combate a la violencia digital. Disponible en 
https://www.gob.mx/profeco/es/articulos/la-ley-olimpia-y-el-combate-a-la-violencia-
digital?idiom=es#:~:text=%C2%BFQu%C3%A9%20es%3F,digitales%2C%20tambi%C3%A9n%2
0conocida%20como%20ciberviolencia.  

4 Op. Cit., Deepfakes and the Law: Why Britain needs stronger protections against 
technology-facilitated abuse. 

5 https://www.legifrance.gouv.fr/jorf/id/JORFTEXT000049371445  

6 Exploring Legal Approaches to Regulating Nonconsensual Deepfake Pornography, 
TechPolicy Press. Disponible en: https://www.techpolicy.press/exploring-legal-approaches-
to-regulating-n onconsensual-deepfake-pornography/  

7 Deepfake Laws: Deepfakes regulations in the digital age. Disponible en: 
https://www.yoti.com/blog/deepfake-laws/  

Dada en el Palacio Legislativo de San Lázaro, a los 12 días del mes de noviembre de 2025. 

Diputado Carlos Alberto Puente Salas (rúbrica) 
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